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Courtesy: Most of the slides are adopted from the papers by Li Liang 2021 “Prefix-Tuning: Optimizing 
Continuous Prompts for Generation,” Hu et al 2021, “Intrinsic Dimensionality Explains The Effectiveness of 

Language Model Fine-tuning” Aghajanyan et al 2020, “LoRA: Low-rank Adaptation Of Large Language 
Models” and He et al. 2022 “Towards A Unified View of Parameter-efficient Transfer Learning”
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Motivation

• Providing proper task-specific context in the input can steer the LM to 
solve the task more efficiently. 
• Encoding of the original input x will change. Why?
• Guiding the model to extract relevant information from x.

• Does this context exist? How to find it?
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Prefix Tuning

• Prepend certain trainable prefix tokens to the input/hidden activations. 
• The hidden representation becomes:

• All hi’s would indeed be a function of the trainable parameters 𝑃!. Why? 3
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Prefix Tuning (cont.)
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Prefix Tuning (cont.)
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Parametrization of 𝑃!
• Directly optimizing 𝑃! leads to unstable optimization. 
• Slight drop in performance.

• Use a smaller 𝑃!" as input to an MLP with shared trainable weights 𝜑. 
• So 𝑃! = 𝑀𝐿𝑃#(𝑃!" ).
• We can drop 𝑃!" after training and use the result (𝑃!).
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Results
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Qualitative Results on Table-to-Text (low data 
setting)
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Prefix-tuning Outperforms FT in low-data 
regimes
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Summarization

Text-to-Table



Ablation (Prefix length)
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Ablation (Initialization of Prefixes)
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Intrinsic Dimensionality of a Model

• Model with trainable parameters 𝜃$ ∈ ℝ$. 
• Map 𝜃 to a lower dimensional space 𝜃% ∈ ℝ% .
• Solve the optimization (training) in that space:

with 𝜃$ = 𝑃 𝜃% (FastFood Transform)
• Let d90 be the dimensionality that results to 90% of the performance 

of full fine tuning.
• Structure aware intrinsic dimension
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LoRA (Low Rank Adaptation)

• Learned overparameterized models facilitate learning on a low 
dimensional space. 
• So   … weight updates could possibly be low rank.
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Problem Statement

• Given a pretrained autoregressive language model 𝑃&!(𝑦|𝑥).
• Also given a downstream conditional text generation task 
𝒵 = 𝑥' , 𝑦' '()..+.
• e.g. NL2SQL   xi = seq. of natural lang. query;      yi = SQL command

• Update the weights to Φ, + ΔΦ to optimize:

• Now let ΔΦ(Θ) be a function of Θ, which lives in a lower dimensional
space.

18



Solution

• We let ΔΦ Θ = 𝐵𝐴, so Θ = (𝐴, 𝐵). 

• Random Gaussian initialization of A, and B = 0. Why?
• Only weights in the self-attention module are trainable; MLPs are frozen.
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Results
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Results (cont.)
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Results (cont.)
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Comparison to other PEFTs
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Why r=1 works well in practice? 

• Let 𝐴-(. and 𝐴-(/0 be the learned matrices for r = 8, and 64. 
• Do they extract similar features from the token embeddings?
• How to measure this?
• Each 𝐴 can be considered as a subspace. 
• Find how similar these two subspaces are?
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Why r=1 works well in practice? (cont.) 

𝐴 = 𝑉Σ𝑈
⟹ 𝐴 =:

'()

-
𝜎'𝑣' 𝑢'1

⟹ 𝐴𝑥 =:
'()

-
𝜎'𝑣' 𝑢'1𝑥

⟹ 𝐴𝑥 =:
'()

-
𝜎' 𝑢' , 𝑥 𝑣'

Pick highest 𝜎' , compare the corresponding ui’s in two A’s 
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Why r=1 works well in practice? (cont.) 

• Grassmann distance:
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Why r=1 works well in practice? (cont.) 
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∆W only amplifies directions that are not
emphasized in W
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Unified View of PEFT methods (cont.)

• Adapter
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Unified View of PEFT methods (cont.)

• Prefix tuning
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Unified View of PEFT methods (cont.)
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Unified View of PEFT methods (cont.)
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Remarks

• Prefix tuning can be thought of as a “parallel” computation to the 
PLM layer, whereas the typical adapter is “sequential” computation.
• Adapters are more flexible w.r.t. where they are inserted than prefix 

tuning
• Adapters typically modify attention or FFN outputs, while prefix tuning only 

modifies the attention output of each head.

• Prefix tuning applies to each attention head, while adapters are 
always single-headed, which makes prefix tuning more expressive. 
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