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Outline

• Instruction-following LMMs

• Multi-modal agents

• LLMs as planner in embodied agents
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Tasks without Instruction

Task instructions are implicit in the data.

Hard to generalize to new tasks in zero-shot manner.

Input Output

Welcome to the Large Language Models course at Sharif 
University of Technology! This course delves into the fascinating 
world of LLMs, a pivotal area of artificial intelligence that has 
transformed the field of natural language processing (NLP). Over 
the semester, we will explore the foundations and practical 
applications of these cutting-edge models.

Sharif University’s 
LLM course: explore 
foundations and 
applications of LLMs

Old habits die hard. .تسا ضرم بجوم تداع کرت
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Instruction

Input Output

Translate English into Farsi

Summarize in just 10 words 
to make the message even 
more brief.

Welcome to the Large Language Models course at Sharif 
University of Technology! This course delves into the fascinating 
world of LLMs, a pivotal area of artificial intelligence that has 
transformed the field of natural language processing (NLP). Over 
the semester, we will explore the foundations and practical 
applications of these cutting-edge models.

Sharif University’s 
LLM course: explore 
foundations and 
applications of LLMs

Instruction

Old habits die hard. .تسا ضرم بجوم تداع کرت
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Instruction Tuning: Transfer to new tasks

Input Output

Summarize in Farsi to make 
the message more brief.

Welcome to the Large Language Models course at Sharif 
University of Technology! This course delves into the fascinating 
world of LLMs, a pivotal area of artificial intelligence that has 
transformed the field of natural language processing (NLP). Over 
the semester, we will explore the foundations and practical 
applications of these cutting-edge models.

Instruction

 :فیرش هاگشنادLLMs سرد
LLMs یاھدربراک واھ ھیاپ شواک
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Example of LMMs
BLIP2Flamingo

Language Model

Connection Module 

Vision Encoder

Pre-trained: 70B Chinchilla Pre-trained: FLAN-T5/OPT

Perceiver Resampler
Gated Cross-attention + Dense

Q-Former: Lightweight
Querying Transformer

Pre-trained: Nonrmalizer-Free 
ResNet (NFNet)

Contrastive pre-trained: EVA/CLIP
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Instruction Tuning 

• Instruction-following data is expensive to collect

• What about a human-machine collecting?
• More scalable
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Self-Instruct for Instruction Tuning of LLMs

Wang et al., SELF-INSTRUCT: Aligning Language Models with Self-Generated Instructions, ACL 2023
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Self-Instruct for Instruction Tuning of LLMs

• Facilitates the preparation of instruction-following examples by employing a
semi-automated generation of them
• Example: Alpaca produces 52K high-quality instruction-following demonstrations

(using text-davinci-003) to fine-tune LLaMA

Taori et al., “Alpaca: A Strong, Replicable Instruction-Following Model”, 2023
9/65



Self-instruct with Strong LLMs
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Self-instruct in Open-source LLMs

Source: Chunyuan Li’s Slides. CVPR 2023 Tutorial 11/65



Comparison of Chatbots by GPT-4

All chatbots against ChatGPT

All chatbots against GPT-4

Evaluation Metric: Ask GPT-4 to rate the 
two model responses (1-10), then 
compute the ratio, i.e. relative score

Findings:
A Very Consistent Evaluation Metric !

Opensourced Chatbots mimicked commercial ones

Source: Chunyuan Li’s Slides, CVPR 2023 Tutorial 12/65



MultiModal GPT-4
• Model Details: Unknown
• Capability: Strong zero-shot visual understanding & 

reasoning on many user-oriented tasks in the wild

• How can we build Multimodal GPT-4 like models?
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• Rich Symbolic Representations of Images
• In-context-learning with a few manual examples
• → Text-only GPT-4

GPT-assisted Visual Instruction Data Generation
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Three type of instruction-following responses

GPT-assisted Visual Instruction Data Generation

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
15/65



Example: Instructions for Detailed Image 
Description

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
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LLaVA: Large Language-and-Vision Assistant

• The available multimodal instruction-following data is limited
• time-consuming collection
• less well-defined when human crowd-scouring is considered.

• LLaVA is the first visual instruction-following method

• LLaVA fine-tunes the whole LLM on 150K high-quality multi-modal instruction
data generated by GPT-4.
• expanding the original captions of COCO with handwritten seed instructions using GPT-4 to

provide descriptions and multi-round conversations.

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
17/65



LLaVA: Architecture

The vision encoder converts input images into features 
Linear projection layer convert these features into a space compatible with the LLM. 

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023

CLIP

Vicuna
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LLaVA: Training

Two-stage Training
•Stage 1: Pre-training for Vision-language Alignment.

Only the projection matrix is updated, based on a subset of CC3M.

•Stage 2: Fine-tuning End-to-End. Both the projection matrix and LLM are finetuned on curated dataset

•Visual Chat: Generated multimodal instruction data for daily user-oriented applications.

•Science QA: Multimodal reasoning dataset for the science domain.

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
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ScienceQA

Lu et al., “Learn to Explain: Multimodal Reasoning via Thought Chains for Science Question Answering”, NeurIPS 2022 20/65



Example 1: Extreme Ironing

Strong Visual Reasoning Ability

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
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Example 2: Chicken Nugget Map

Strong Visual Reasoning Ability

Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
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Example 3: LLaVA

Strong OCR Ability
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Liu et al., “Visual Instruction Tuning”, NeurIPS 2023
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Emerging Topics

Source: Chunyuan Li’s CVPR 2023 Tutorial 25/65



Mini-GPT4

• Mini-GPT4 follows BLIP-2’s architecture but replaces the language decoder with
Vicuna, which better supports longer responses and multi-round conversations.

• MiniGPT-4 connects a frozen visual encoder and an LLM by pre-training on 134
million image-text pairs
• MiniGPT4 constructs its instruction following dataset by combining Conceptual Caption, SBU,

and LAION with handwritten instruction templates.

• Then improves the model’s performance by further fine-tuning on a well-aligned
image-text dataset.

Zhu et al., “MiniGPT-4: Enhancing Vision-Language Understanding with Advanced Large Language Models”, 2023 26/65



Main Categories of Instruction Tuned Models

• Efficient Adaptation: LLaMA-Adapter V2, LAVIN
• LLaMA-Adapter V2: Finetuning 65B LLaMA for 24 hours on a single GPU, reaching 99.3% of

the performance level of ChatGPT

LLaMA-Adapter V2: 14M parameters LAVIN: 3.8M parameters

QLoRA: Efficient Finetuning of Quantized LLMs
27/65Source: Chunyuan Li’s CVPR 2023 Tutorial



Main Categories of Instruction Tuned Models

• Efficient Adaptation: LLaMA-Adapter V2, LAVIN
• Multitask Instruct with Established Datasets: InstructBLIP, mPlug-Owl,

MultiInstruct, Multimodal GPT, InstructViT

28/65Source: Chunyuan Li’s CVPR 2023 Tutorial



Main Categories of Instruction Tuned Models

• Efficient Adaptation: LLaMA-Adapter V2, LAVIN
• Multitask Instruct with Established Datasets: InstructBLIP, mPlug-Owl,

MultiInstruct, Multimodal GPT, InstructViT
• Multimodal In-Context Learning: OpenFlamingo, Otter/MIMIC-IT, M3IT, MetaVL

29/65Source: Chunyuan Li’s CVPR 2023 Tutorial



Adapting LMMs to Novel Tasks

• End-to-End Trainable Models Perspective: multi-modal foundation
models
• Commercial: GPT-4v, Google’s PaLM-E, Baidu’s ERNIE, …
• Academic: LLaVA, Mini-GPT4, …

• System design perspective: Multi-modal agents
• VisualChatGPT, HuggingGPT, Cola, XGPT, MM-REACT, ViperGPT, …
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Standalone models on finite scenarios => 
Chaining tools for open problems

New Paradigm:

LLM

Tool 1Planning: 
Tool 1 -> Tool 2 -> Tool 3

1

Tool 2
2

Tool 3

3

Execution:

User Interaction
e.g., Open-source Models

e.g., Public/private APIs

e.g., Code Interpreters

31/65
Linjie Li’s slides, CVPR 2023 Tutorial



• Text-only Agents
• ReAct, Toolformer

• LangChain

• Synergistically chaining and allocating NLP tools with LLMs
[1] Yao, Shunyu, et al. "React: Synergizing reasoning and acting in language models." Oct. 2022.
[2] Schick, Timo, et al. "Toolformer: Language models can teach themselves to use tools." Feb. 2023. 
[3] Harrison Chase. "Langchain. https://langchain.readthedocs.io" 2023.

Standalone models on finite scenarios => 
Chaining tools for open problems

Chaining Paradigm (NLP): 

32/65
Linjie Li’s slides, CVPR 2023 Tutorial



• Multimodal Agents

• Multimodal experts as tools for advanced multimodal reasoning and action

VisualChatGPT

MM-ReAct

ViperGPT

ChatCaptioner

TaskMatrix.AI

HuggingGPT

BMTools IdealGPT

Standalone models on finite scenarios => 
Chaining tools for open problems

New Paradigm:

Chameleon

2023/03/08

2023/06/14
LayoutGPT

Gorilla

AssistGPT

33/65
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• Multimodal Agents

• Multimodal experts as tools for advanced multimodal reasoning and action

VisualChatGPT

MM-ReAct

ViperGPT

ChatCaptioner

TaskMatrix.AI

HuggingGPT

BMTools IdealGPT

Standalone models on finite scenarios => 
Chaining tools for open problems

New Paradigm:

Chameleon

2023/03/08

2023/06/14
LayoutGPT

Gorilla

AssistGPT
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MM-REACT

• Leverages LLMs’ high-level planning abilities to allocate various vision experts
rather than solely using LLMs for text generation conditioned on visual inputs

• encourages ChatGPT to show the thought (reasoning) process to highlight why an
external tool is required

Yang et al., “MM-REACT : Prompting ChatGPT for Multimodal Reasoning and Action”, arXiv 2023 35/65



MM-ReAct: Prompting ChatGPT for Multimodal 
Reasoning and Action

Input Output

“What should I do after kneading the 
dough, before dividing it into pieces? 
For how long?”

After kneading the dough, you should put it in a warm place before 
dividing it into pieces, according to the recipe in the image.

You should put the dough in a warm place for 1 hour.

“Can you change the squirrel in 
the image to a mouse?”

“I want to make a short video to 
highlight the long deuce by Kobe if 
there is any in the video. 

A 6-min video about the last NBA game of Kobe Bryant

Ch
at

 a
s I

nt
er

fa
ce

Ch
at

 a
s I

nt
er

fa
ce

https://multimodal-react.github.io/
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MM-ReAct Design 

MM-ReAct is a system paradigm that composes numerous vision experts with ChatGPT for multimodal 
reasoning and action.

ChatGPT Allocation

ChatGPT:

37/65

https://multimodal-react.github.io/

https://multimodal-react.github.io/


MM-ReAct Design 

• To enable the image as input, we simply use the file path as the input to ChatGPT. The file path functions 
as a placeholder, allowing ChatGPT to treat it as a black box. 38/65

https://multimodal-react.github.io/

https://multimodal-react.github.io/


MM-ReAct Design 

• Whenever a specific property, such as celebrity names or box coordinates, is required, ChatGPT is 
expected to seek help from a specific vision expert to identify the desired information.

• The expert output is serialized as text and combined with the input to further activate ChatGPT. 39/65
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MM-ReAct Design 

• Whenever a specific property, such as celebrity names or box coordinates, is required, ChatGPT is 
expected to seek help from a specific vision expert to identify the desired information.

• The expert output is serialized as text and combined with the input to further activate ChatGPT. 40/65
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MM-ReAct Design 

• If no external experts are needed, the response is directly returned to the user.
41/65
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Chameleon: Plug-and-Play Compositional Reasoning with Large Language Models

Extensibility: Plug-and-play (Adding More Tools) 

42/65
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Discussion 

Pros Cons

Instruction Tuning
• End-to-end model that directly 

interprets rich semantics in 
multimodal inputs

• Require data curation and training => more 
expensive

• Limited data => limited capabilities in certain 
scenarios (e.g., OCR)

Tool Using
• No training needed
• Can leverage abundant off-the-self 

models/APIs/code interpreters as tools

• No training => Failures in invoking the right 
tool

• Weak domain experts => weak performance

• LLMs -> Advanced Multimodal Systems 

• Can we use LMMs (e.g., LLaVa) as the tool allocator?
• If so, what capabilities would require a tool? And what can be solved by instruction 

tuning?

43/65
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Embodied Agents: Language-driven Robotics

• Embodied agents can follow natural language commands to do
different tasks as well as learn to do new tasks quickly

• High-level planning, perceptual feedback, and low-level control are
among sub-tasks of an embodied agent
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Planning and Embodied Agents

• Zero-shot planners (Huang et al., ICML 2022)
• SayCan (Ahn et al., 2022)
• Inner Monolouge (Huang et al., CoRL 2022): Embodied reasoning

through planning with language models
• LLM-Planner (Song et al., ICCV 2023)
• PaLM-E (Driess et al., 2023)
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LLM as a High-level Planner

• High-level planning: Uses LLMs to decompose abstract instructions into a
sequence of subgoals executable by an agent (i.e., actionable steps)
• Cook a potato and put it on the plate =>

[Navigation potato, Pickup potato, Navigation microwave, ...]

• Low-level planner can be trained more easily: agent can execute short-horizon
skills from a library of previously trained policies trained with RL or BC
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Ahn et al., “Do As I Can, Not As I Say: Grounding Language in Robotic Affordances”, arXiv 2022

SayCan one of the pioneering work on using LLMs for embodied instruction following



Ahn et al., “Do As I Can, Not As I Say: Grounding Language in Robotic Affordances”, arXiv 2022

multiplying each candidate action’s probability under 
LLMs with the action’s value function

Ranking admissible skills



Ahn et al., “Do As I Can, Not As I Say: Grounding Language in Robotic Affordances”, arXiv 2022



Ahn et al., “Do As I Can, Not As I Say: Grounding Language in Robotic Affordances”, arXiv 2022

SayCan assumes that each proposed step is executed successfully by the agent. 



Ahn et al., “Do As I Can, Not As I Say: Grounding Language in Robotic Affordances”, arXiv 2022

65% of errors was the planner error and 35% affordance error
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Inner Monologue

• SayCan may not be robust in handling intermediate failures

• Inner Monologue explores ways to incorporate grounded feedback
from the environment into LLM

Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 54/65



Inner-Monolouge: Closed-loop Feedback

Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 55/65



Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 56/65



Huang et al., “Inner Monologue: Embodied Reasoning through Planning with Language Models”, CoRL 2022 57/65



LMM-Planner

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 202358/65



LMM-Planner

• LLM-Planner dynamically adjust the plan from LLMs based on
environmental perception

• Whenever agent has taken too many steps for the current subgoal or
has made too many failed attempts, it replans
• prompts the LLM again to generate a new continuation of the plan

• A novel grounded replanning algorithm to empower LLM-Planner
with physical grounding.

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 202359/65



LMM-Planner

Song et al., “LLM-Planner: Few-Shot Grounded Planning for Embodied Agents with Large Language Models”, ICCV 202360/65



PaLM-E: An LMM for embodied AI

Driess et al., ”PaLM-E: An Embodied Multimodal Language Model”, 2023

https://palm-e.github.io/#demo

PaLM-E is a generative model producing text based on multi-model sentences as input
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Driess et al., ”PaLM-E: An Embodied Multimodal Language Model”, 2023
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RT-1
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Conclusion

• Instruction tuning to improve LMMs capabilities

• LLMs as planner for chaining tools as another way

• Embodied Agents for language-driven robotics by the above two ways
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Questions


